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Abstract 
 

Image registration is a vital step for most of recent image processing applications. In this paper, a novel 
approach for magnetic resonance images (MRI) registration based on artificial neural network (ANN) is 
proposed.  The ANN achieves the state-of-the-art performance for estimation problems, hence it has been 
adopted for estimating the registration parameters. The ANN is fed by joined features extracted from both 
of spatial and frequency domains. The Scale Invariant Feature Transform (SIFT) is used for extracting the 
spatial domain features while The Discrete Orthogonal Stockwell Transform (DOST) coefficients are 
used as frequency domain features. The combined features provide a robust foundation for the 
registration process. Many experiments were performed to test the success of the new approach. The 
simulation results demonstrate that the proposed approach yields a better registration performance with 
regard to both the accuracy, and the robustness versus noise conditions. 
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1 Introduction  
 
Image registration is the positioning of two or more images captured at different times by one sensor or 
more, to have the same location. This step is considered fundamental for a multiple of application such as 
remote sensing and medical applications. For example, medical image applications are required by medical 
doctors in order to provide accurate and complete information about the patients. For example, MRI images 
offer information on the formation of internal tissues such as muscles, and capillary. Image registration help 
doctors to recognize, and follow the changes undergoing to their patients. The image registration is the 
process of relating images captured from different temporal and/or spatial sensors in order to ensure accurate 
alignment between given points in all images [1-2].  
 

Image registrations methods are divided broadly into Intensity-based, and feature-based methods. The 
process registration of two images, consider one image to be the source image and it is fixed and a new 
image, the target image, that is subject to geometrical transformation in addition to distortion and, noise. 
Intensity methods rely on finding the relationships of the intensities between the two images through 
applying correlating measurement tools. Feature-based methods rely on extracting reliable, and accurate 
features from the source and target images, finally matching the similar features between the source and 
target. A map between the source and target images eventually can be estimated thereby building pixel to 
pixel association. It is required for those features to be robust, distinctive, accurate, and computationally 
inexpensive [3].  
 

Mapping every pixel in the target image to every pixel in the source image is the foundation of the image 
registration process. The successful mapping requires finding the accurate geometric transformations to 
transform the target image into the source image. Estimating the affine transformation parameters would 
result in the registration of the two images by applying an inverse affine transform on the target image. 
Thereby, image registration can be considered as a problem of transformation parameter estimation of the 
target image [4-5].  
 

In general, affine transformations involve basic operations: rotation, scaling and, translation and any other 
operations such as reflection, shearing is considered a combination of any of basic operations. According to 
the literature [6], Transformation combinations are described in terms of matrix operations. To use matrix 
operations, homogeneous coordinates are utilized since they enable all affine operations to be expressed as a 
matrix multiplication.  
 

The 2D affine transformations matrix T  maps coordinates of source image pixel into new coordinates

),(),( yxyx   as indicated in Eq. (1).  
 

(1) 

 
 

Where T is a transformation matrix 3*3, and the pixel located at ),( yx  is represented by a homogenous 

coordinated as a triplet )1,,( yx . The transformation matrix T  can be formed according to the required 

transformation as shown in Fig. 1. 
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Fig. 1. (a) Rotation  (b) Scaling (c) Translation matrices 
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Most of image registration methods as indicated by [7] have four major steps as shown in Fig. 2: 
 

 Feature Extraction: Distinctive items in an image are extracted manually or automatically. 
Features can include edges
descriptors [8-9].  

 Feature Corresponding: In this step, the detected features in both of the reference image and those 
in the target image are compared and an establishing correspondence between those features is 
determined. For this goal, Feature descriptors similarity meas

 Transform Parameters Estimation: the feature Corresponding step results in estimating the 
transformation parameters. The transformation parameters 
to be used for aligning the target image with 

 Target Image Inverse Transformation: according to the established map in the 
target image is inversely mapped and Resampled and Transformation

   

Fig. 2. Features based image registration sys
 

Image feature selection is crucial step through the registration process and preparatory for the feature 
correspondence step. Features should be distinctive, robust, and distinguishable Selecting weak or irrelevant 
features will not permit building 
transformation to retrieve the exact locations of the pixels in the target image [8]. A detailed description of 
the feature selection problem and its consequences was described in [5].
 
Image features are classified into two classes, spatial and frequency. The spatial domain features are 
extracted by finding the distinctive and noticeable objects such as points, edges, corners, or lines. In medical, 
and remote sensing application where images c
spatial features are suggested [10]. On the other hand, this class of features suffers from 
are its sensitivity to scaling and therefore, 
images [11]. Moreover, most medical images may include just a single particular object and these images are 
usually believed to suffer from fewer 
 
The second class of frequency-based features has been 
registration approaches. The Fast Fourier Transform (FFT) provides basic features that can be used for 
estimating basic geometric transformation parameters [12]. Similar to FFT the Discrete Cosine Transform 
(DCT) has been studied in [13] and are considered computationally at 
Transform was used as well for registration in [14] and a complete study for the 
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Most of image registration methods as indicated by [7] have four major steps as shown in Fig. 2: 

Feature Extraction: Distinctive items in an image are extracted manually or automatically. 
edges or lines.  These features are represented by their identification 

Feature Corresponding: In this step, the detected features in both of the reference image and those 
image are compared and an establishing correspondence between those features is 

determined. For this goal, Feature descriptors similarity measuring tools are used. 
Transform Parameters Estimation: the feature Corresponding step results in estimating the 
transformation parameters. The transformation parameters are used to establish a mapping function 
to be used for aligning the target image with the source image.  
Target Image Inverse Transformation: according to the established map in the previous
target image is inversely mapped and Resampled and Transformation 

 
 

. Features based image registration system 

Image feature selection is crucial step through the registration process and preparatory for the feature 
correspondence step. Features should be distinctive, robust, and distinguishable Selecting weak or irrelevant 
features will not permit building precise transformation model, eventually will not yield inverse 
transformation to retrieve the exact locations of the pixels in the target image [8]. A detailed description of 
the feature selection problem and its consequences was described in [5]. 

features are classified into two classes, spatial and frequency. The spatial domain features are 
extracted by finding the distinctive and noticeable objects such as points, edges, corners, or lines. In medical, 
and remote sensing application where images contain significant and easily distinguishable 
spatial features are suggested [10]. On the other hand, this class of features suffers from drawbacks

its sensitivity to scaling and therefore, and difficult to establish a correspondence between two different 
images [11]. Moreover, most medical images may include just a single particular object and these images are 

 details in spatial domain [5].  

based features has been investigated extensively as a base for image 
registration approaches. The Fast Fourier Transform (FFT) provides basic features that can be used for 
estimating basic geometric transformation parameters [12]. Similar to FFT the Discrete Cosine Transform 

) has been studied in [13] and are considered computationally at low-cost. The Discrete Wavelet 
Transform was used as well for registration in [14] and a complete study for the performance
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Most of image registration methods as indicated by [7] have four major steps as shown in Fig. 2:  

Feature Extraction: Distinctive items in an image are extracted manually or automatically.        
are represented by their identification 

Feature Corresponding: In this step, the detected features in both of the reference image and those 
image are compared and an establishing correspondence between those features is 

Transform Parameters Estimation: the feature Corresponding step results in estimating the 
used to establish a mapping function 

previous step, the 

Image feature selection is crucial step through the registration process and preparatory for the feature 
correspondence step. Features should be distinctive, robust, and distinguishable Selecting weak or irrelevant 

precise transformation model, eventually will not yield inverse 
transformation to retrieve the exact locations of the pixels in the target image [8]. A detailed description of 

features are classified into two classes, spatial and frequency. The spatial domain features are 
extracted by finding the distinctive and noticeable objects such as points, edges, corners, or lines. In medical, 

ontain significant and easily distinguishable objects, the 
drawbacks which 

between two different 
images [11]. Moreover, most medical images may include just a single particular object and these images are 

investigated extensively as a base for image 
registration approaches. The Fast Fourier Transform (FFT) provides basic features that can be used for 
estimating basic geometric transformation parameters [12]. Similar to FFT the Discrete Cosine Transform 

. The Discrete Wavelet 
performance of DWT 
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combined with features in spatial domain was given in [15]. Features in the frequency domain can achieve 
image registration with better advantages such as big scaling and rotation parameters [16].  
 
SIFT algorithm is considered the state-of-art for one of the important methods to find spatial domain features 
in the image that is invariant to scaling, orientation, affine transforms and illumination changes. These 
advantages make SIFT very relevant, and desirable for image registration approaches. Besides these 
advantages, SIFT technique has some limitations that cause a large number of mismatches that greatly affect 
the process of registration [9,17]. Combining features from spatial domain (SIFT) and frequency domain 
(DCT or DWT) provide robust feature base for image registration [5,15].  
 
Using SIFT and frequency domain based features for training a neural network for image registration has 
obtained more consideration in modern researches [5,15,18,19]. Classical methods of image registration can 
estimate the transformation parameters individually at a time where the neural network can determine all the 
transformation parameters simultaneously. When the neural network is trained, only the computation in the 
forward direction is required to obtain all the transformation parameters together. Another benefit of        
using neural networks is that they are capable to find a nonlinear relationship between input/output due to 
their non-linear activation functions, which allow neural networks to handle the cases of more complicated 
transforms. 
 
This paper provides a novel approach for image registration. The approach adopts the ANN as geometric 
parameter estimation tool. The ANN is trained on patterns of features for transformed images. The ANN is 
utilized for its capability to find the complex relationship between the output (transformation parameters) 
and the input (features pattern). Both of spatial and frequency based features were used, namely the SIFT 
and the DOST.  
 
The rest of the paper is organized as follows. The proposed algorithm structure and its background review 
are discussed in section 2. Section 3 the simulation setup and the results are elaborated. The overall 
conclusion and the future work is presented in section 4. 
 

2 The Proposed Algorithm 
 
In this section, the structure of the new proposed algorithm will be discussed in details in section 2.1. The 
DOST (Discrete Orthogonal Stockwell Transform), and the SIFT (Scale Invariant Feature Transform) will 
be reviewed at sections 2.2 and 2.3 respectively 
 

2.1 The proposed algorithm structure 
 
The proposed algorithm is training a feed-forward neural network. The training is performed through a 
feedforward neural network that contains hidden layers with neurons. The training pattern is composed of 
two combined parts. The first part contains the 2D DOST frequency components. The second part of the 
pattern is the SIFT descriptors. Both of the frequency components part and the SIFT part are computed at 
every affine transformation and fed into the neural network as shown in Fig. 3. After the training of the 
ANN, any target image which contains unknown transformation parameters is fed into the ANN and the 
resulting output represents the real parameters. 
 
The target contains the five basic affine transformation parameters which are , representing the rotation 

angle, sx, sy representing the scaling factors in x and y directions respectively and, finally x, y which 
representing the translation in x and y directions respectively.  
 
To register an image, its affine parameters are estimated by calculating its feature and passing it to the 
trained neural network resulted from the first phase. To examine the proposed algorithm, the experiments 
include extracting features from other frequency domains, namely, DCT and DWT. 
 



Fig. 3. The structure of the used neural network
 

2.2 DOST (Discrete orthonormal stockwell transform
 
The DOST is a trimmed version of the fully redundant Discrete Stockwell Transform (DST) [20]. The 
DOST provides lesser sampling rates for lower 
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of them aims a specific area in the time

set of parameters: v  specifies the cent

 specifies the location in the time axis. DOST basis vectors for a particular strip 

describing these basis vectors are defined as:
 

 

2/

,,

1
)(








v

vf
vkTs






 

For 1.,,.........1,0  Nk , which can be summed analytically to:
 

 
2

)(
2/(2

)(
,,









vi
i

v

e
iekTs
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frequency strip voice with a bandwidth 

parameters,  , v  and  , have to be chosen properly. Let the variable 

decomposition. Stockwell in [20] defines DOST basis functions for each level 

Equation (4): 
 
An example of ordered DOST coefficients in the 
coefficients are calculated for a signal
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2.3 SIFT (Scale invariant feature transform)  
 
SIFT has been provided as a feature matching tool and applied effectively into modern image processing 
applications such as image registration, and object recognition [9]. The major advantage of using SIFT to 
extract features is that the generated features are invariant to rotation, scaling, and translation, and as well as 
SIFT provides robustness to perspective changes. The SIFT algorithm has been used extensively in image 
registration problems in the literature [17,18,22]. The four main steps to calculate SIFT are: 
 
1. Scale-space and extrema detection 
 
The first step is to build the scale space of an image by applying the “Difference of Gaussian” function to 
find the maxima and the minima. This step target is to search among all scales to find all the possible 
positions of interest points which are invariant to scale and orientation. The verification of the interest point 
is established by comparing its value to all of its surrounding neighbours in the same image and in the above 
and lower scales. 
 
2. Keypoint Localization 
 
Refinement is applied to all the interest points and removed if found to be unstable. Unstable points to be 
removed are those noisy or edge points. 
 
3. Orientation Allocation 
 
Location of points can be determined by the identifying the location and the scale. The histogram 
distribution of the local gradients is determined and the peak value in the histogram is considered the 
dominant orientation 
 
4. Keypoint descriptor 
 
The local image gradients are calculated at particular scale in a box around the key point and transformed 
into a form that permits for levels of the intensity changing levels and distortion in shapes. 
 
That is to say, the first three steps of the SIFT algorithm assure the location, scale, and rotation variations 
remain unchanged. The last step assures the invariance for the left parameters such as variation in intensity. 
The Euclidean distance is measured for every key point in target and source images, and the key point in the 
source image that achieves the minimum distance is chosen as a matching point. 
 

3 Simulation and Results 
 
Four groups of experiments were performed to show the advantages of the DOST over the other similar 
frequency analysis tools (DCT, DWT). The setup and the results are shown in the next 4 sections. For every 
experiment new data set is prepared, and training for ANN is performed and results are measured, finally, a 
comparison is presented. The setup of the experiment is performed on an MRI image which is subjected to 
geometrical affine transformation. For example, the source image is presented in Fig. 5a and the target image 
is presented in Fig. 5b. The source image size for our experiments is of size 256*256 and of 256 grey levels.  
 
For every experiment, every dataset includes DOST coefficients, and SIFT features resulting from different 
setups. The DOST coefficients are part of the frequency-time domain including only the significant 
coefficients (100 coefficients in our experiments), While the SIFT features will be limited to part of the 
matched key points (100 in our experiments).  
 
The used ANN was shown in Fig. 3. The input for this ANN is composed of features from both of spatial 
and frequency domains. The output is the vector of the geometrical parameters that used for transforming the 



image. The used ANN for all the experiments is composed of one hidden layer with 10 neurons for this 
hidden layer. The input for this hidden layer is composed of 200 features and the output is 5 neurons 
representing the transformation parameters. Results will be given based on the 
(RMSE). A detailed result of the performance of every transformatio
The details include Maximum Absolute Error (MAE) for every individual parameter.
 

(a)

Fig. 5. MRI image before and after deformation
 

3.1 Experiment 1 
 
In this Experiment, transformation parameters are fixed as shown in Table 1 except the rotation angle 
which is subject to changes. 
 

Table 1. Input parameters limits for 
 
  
(Scale factor in x direction) sx 
(Scale factor in y direction) sy 
(Translation in x direction) x 
(Translation in y direction) y 

 
The used values for the rotation angle 
 

Table 2. Resultant RMSE for (DCT, DOST, and DWT) versus rotation angles

    

Rotation angle () Min. 

Max. 

RMSE DCT 

DOST

DWT 
 

3.2 Experiment 2 
 
In this Experiment, transformation parameters are fixed as shown in Table 3 except the translation 
parameters x, andywhich are subject to changes.
 
The used values for the translation parameters 
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image. The used ANN for all the experiments is composed of one hidden layer with 10 neurons for this 
he input for this hidden layer is composed of 200 features and the output is 5 neurons 

representing the transformation parameters. Results will be given based on the Root Mean Square Error 
the performance of every transformation parameter is given in experiment 4. 

Maximum Absolute Error (MAE) for every individual parameter. 

  
(a) (b) 

 
Fig. 5. MRI image before and after deformation 

In this Experiment, transformation parameters are fixed as shown in Table 1 except the rotation angle 

. Input parameters limits for Experiment 1 (Scaling factors and Translation factors)

Min. 
0.9 
0.9 
-3 
-3 

The used values for the rotation angle () and the resultant RMSE for each is shown in Table 2.

. Resultant RMSE for (DCT, DOST, and DWT) versus rotation angles
 

Experiment 1 Experiment 2 Experiment 3

-5 -10 -15

 5 10 15 

 0.016 0.047 0.113

DOST 0.011 0.034 0.086

 0.101 0.173 0.209

In this Experiment, transformation parameters are fixed as shown in Table 3 except the translation 
which are subject to changes. 

The used values for the translation parameters and the resultant RMSE for each is shown in Table 4.
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image. The used ANN for all the experiments is composed of one hidden layer with 10 neurons for this 
he input for this hidden layer is composed of 200 features and the output is 5 neurons 

Root Mean Square Error 
n parameter is given in experiment 4. 

In this Experiment, transformation parameters are fixed as shown in Table 1 except the rotation angle 

1 (Scaling factors and Translation factors) 

Max. 
1.1 
1.1 
3 
3 

in Table 2. 

. Resultant RMSE for (DCT, DOST, and DWT) versus rotation angles 

Experiment 3 

15 

 

0.113 

0.086 

0.209 

In this Experiment, transformation parameters are fixed as shown in Table 3 except the translation 

RMSE for each is shown in Table 4. 
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Table 3. Input parameters limits for Experiment 2 (Rotation angle and scaling factors) 
 

  Min. Max 

Rotation angle() -5 5 
(Scale factor in x direction) sx 0.9 1.1 
(Scale factor in y direction) sy 0.9 1.1 

 
Table 4. Resultant RMSE for (DCT, DOST, and DWT) versus Translation parameters 

 
    Experiment 1 Experiment 2 Experiment 3 

Translation in x, y directions x, y Min. -3 -6 -9 
Max. 3 6 9 

RMSE DCT 0.016 0.047 0.059 
DOST 0.011 0.028 0.041 
DWT 0.101 0.136 0.215 

 

3.3 Experiment 3 
 
In this Experiment, transformation parameters are fixed as shown in Table 3 except the scaling parameters 
sx, and sywhich are subject to changes. 
 

Table 5. Input parameters limits for Experiment 3 (Rotation angle and Translation factors) 
 

  Min. Max 

Rotation angle() -5 5 

Translation factor in x direction) x  -3 3 

Translation factor in y directiony -3 3 
 
The used values for the translation parameters and the resultant RMSE for each is shown in Table 6. 
 

Table 6. Resultant RMSE for (DCT, DOST, and DWT) versus scaling factors 
 
   Experiment 1 Experiment 2 Experiment 3 
Scaling factors in x,y directions sx, sy Min. 0.85 0.875 0.9 

Max. 1.15 1.125 1.1 
RMSE DCT 0.037 0.037 0.016 

DOST 0.033 0.012 0.011 
DWT 0.146 0.146 0.101 

 

3.4 Experiment 4 
 
For testing the estimation of the individual parameters, a specific testing setup is shown in Table 7. 
 

Table 7. Input parameters limits for Experiment 4 
 

  Min. Max 

Rotation angle() -5° 5° 
(Scale factor in x direction) sx 0.9 1.1 
(Scale factor in y direction) sy 0.9 1.1 
(Translation in x direction)x -5 5 

(Translation in y direction)y -5 5 
 
The resultant RMSE in addition to the MAE for every parameter are shown in Table 8. 
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Table 8. Training results (RMSE, and MAE) 
 

  MAE RMSE 

 sx sy x y 
DCT 0.116 0.169 0.203 0.559 0.381 0.055 
DOST 0.237 0.074 0.062 0.293 0.577 0.036 
DWT 1.037 0.136 0.186 1.178 1.495 0.141 

 
It is obvious that the DOST globally yields a better performance than the DCT and the DWT according to 
the RMSE. The performance improvement can reach up to 34% better than the DCT and the DWT. 
Regarding the individual parameters, the scaling parameters sx and sx show better performance when using 
the DOST, however, the DCT has a better performance considering the rotation angle . Both of DCT and 

DOST perform comparably regarding the translation factors x, y. DWT showed the lowest performance 
among all other domains. 
   
To evaluate the robustness of the proposed algorithm, 300 patterns were selected randomly for testing 
purposes. A Gaussian noise with different standard deviation (SD) levels ranging from 1 through 10 was 
added to the image, and the three domains, DCT, DOST and DWT performance indexes were re-evaluated. 
The results are shown in Fig. 6. 
  

 
 

Fig. 6. RMSE versus SD of added noise 
  
Fig. 6 shows that the DOST is still superior and more robust on other DCT, and DWT. Table 9 shows the 
MAE values for the DOST, DCT, and DWT at specifically added noise at SD=10. The table shows that the 
behaviour of the individual parameters estimation is the same as before. 
 

Table 9. MAE for affine parameters at SD=10 
 

  
  

MAE 

 sx sy x y 

DOST 0.170 0.049 0.050 0.255 0.434 
DCT 0.079 0.197 0.173 0.521 0.317 
DWT 0.654 0.088 0.138 0.897 0.976 

 

4 Conclusion and Future Work 
 
In this research, a new approach for MRI images registration with ANN has been investigated. The output 
for the ANN is estimating the geometric transformation parameters. The input pattern for training the ANN 
is composed of a hybrid features obtained from both spatial domain elements, SIFT, and from its frequency 
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domain components, DOST. A feedforward neural network was used for the training and finally, the trained 
ANN was tested to evaluate its performance through multiple testing experiments. Two types of testing 
experiments were conducted, the first is to evaluate the transformation parameters estimation and the second 
type is to evaluate the estimation’s robustness in existence of noise. A comparison between DOST as a base 
for frequency domain features versus DCT and DWT was performed. The results were evaluated by using 
two performance indexes, RMSE and MAE. The results showed that the proposed approach is valuable 
where it provides 34% improvement in RMSE index against DCT.  The results also showed robustness 
against the noise and kept performance advantage over DCT and DWT. This work can be extended in the 
future to automatically select the optimal number of used patterns and the features. 
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