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ABSTRACT
Posture variation and self-occlusion are well-known factors that 
can compromise the accuracy and robustness of face recogni
tion systems. There are a variety of ways to combat the chal
lenges listed above, include using Generative Adversarial 
Networks (GANs). Nevertheless, many GAN methods cannot 
guarantee high-quality frontal-face images, which can improve 
recognition accuracy and verification when applied to multiple 
datasets. Recent results have proven that the two-pathway GAN 
(TP-GAN) method is superior to many traditional GAN deep 
learning methods that provide better face-texture details due 
to a unique architecture that enables the method to perceive 
global structure and local details in a supervised fashion. 
Although the TP-GAN overcomes some of the difficulties asso
ciated with generating photorealistic frontal views through the 
use of texture information provided by landmark detection and 
synthesis functions, it is difficult to replicate across different 
datasets. Particularly, under extreme pose scenarios, TP-GAN 
fails to further boost photo-realistic face frontalization image 
samples, minimizes the training time, and reduces computa
tional resources, all of which result in substantially lower per
formance. This paper proposes simple adaptive strategies for 
overcoming TP-GAN’s inherent limitations. First, we incorporate 
the powerful discrimination capabilities of a decision forest into 
the discriminator of a TP-GAN. This method will result in a more 
stable discriminator model over time. Secondly, we acclimate 
a data augmentation technique along with a method which 
reduces training errors and accelerates the convergence of 
existing learning algorithms. Our proposed approaches are eval
uated on three datasets, Multi-PIE, FEI and CAS-PEAL. We 
demonstrate both quantitatively and qualitatively that our pro
posed approaches can enhance TP-GAN performance by restor
ing identity information contaminated by variations in posture 
and self-occlusion, resulting in high quality visualizations and 
rank-1 individual face identification.

ARTICLE HISTORY 
Received 24 August 2022  
Revised 17 January 2023  
Accepted 27 January 2023  

CONTACT Mahmood HB Alhlffee Mahmood.bidir1985@gmail.com College of Computer Science and 
Electrical Engineering, Chung Hua University, Hsinchu, Taiwan

Supplemental data for this article can be accessed online at https://doi.org/10.1080/08839514.2023.2175108

APPLIED ARTIFICIAL INTELLIGENCE                    
2023, VOL. 37, NO. 1, e2175108 (565 pages) 
https://doi.org/10.1080/08839514.2023.2175108

© 2023 The Author(s). Published with license by Taylor & Francis Group, LLC.  
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/ 
licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly 
cited.

http://orcid.org/0000-0001-6640-0582
https://doi.org/10.1080/08839514.2023.2175108
http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/08839514.2023.2175108&domain=pdf&date_stamp=2023-02-21


Introduction

Nowadays, face-recognition systems are one of the most widely used 
biometric methods for identifying people and objects on digital media 
platforms, mobile devices, and other electronic devices through their 
facial characteristics. Nonetheless, the current methods of face recogni
tion that are used in these biometric devices are very sensitive to 
changes in facial features caused by changes in posture, illumination, 
or occlusion. In some cases, posture changes can be difficult to detect if 
some parts of the face are not captured or if the entire face cannot be 
viewed in the image. This generally happens when a person is not facing 
the camera during video recording or photo surveillance. Unconstrained 
environments usually display a wide range of pose and appearance 
variations that can severely hamper existing frontal approach methods, 
which detect only faces in their frontal or near-frontal orientations. Due 
to the pose and appearance variations, it is extremely difficult to extract 
facial features or use facial landmarks to match individual faces. Many 
promising algorithms are typically applied to overcome these difficulties, 
such as GANs. In these methods, a set of pre-processing, post- 
processing, and feature representation techniques are used to identify 
individuals by utilize a few facial features or the entire face to ensure 
high accuracy while maintaining the face’s identity across a wide range 
of benchmark datasets (Junho et al. 2015; Mehdi and Simon 2014; Tal 
et al. 2015). Unfortunately, these methods were unable to produce high- 
quality synthesis facial images from a single face image, minimizes the 
training time, and reduces computational resources that could greatly 
enhance their recognition accuracy (Mahmood, Yea-Shuan, and Yi-An  
2022; Rui et al. 2017; Yi et al. 2021). This could be due to several factors, 
such as the difficulty of collecting annotated large-scale datasets, or 
manually collecting and annotating images, which are regarded as error- 
prone, or the existing face datasets may not contain adequate face 
samples data for a given individual, or other issues related to the 
reliability of face recognition algorithms. There are two approaches 
available to address these limitations. The first approach is to synthesize 
a frontal face using face frontalization (Omar et al. 2022; Yanfei and 
Junhua 2020), whereby traditional methods are applicable for face recog
nition. In certain facial datasets, these methods produced excellent 
results, but when dealing with benchmark datasets that contained low 
resolution and poor illumination conditions, the results declined drama
tically. A further problem with these methods is that the probe images 
have poor quality due to noise variations. Various techniques can be 
used to enhance the robustness of the first approach, such as super- 
resolution (Xiaoguang et al. 2017), illumination normalization (Ziyi et al.  
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2018), and so forth. Nevertheless, the above methods are insufficient for 
handling cases involving multiple challenging factors simultaneously and 
are not ideal for images with extreme poses due to the sensitivity of the 
face texture images representation levels and variations in each area’s 
smoothness, coarseness, and regularity. In the second approach, discri
minative representations are learned directly from non-frontal faces. 
This can be achieved with single joint models or multiple pose-specific 
models. These methods are best suited for near-frontal images, but fail 
to produce satisfactory results for profiles taken in extreme poses due to 
severe texture loss and artifact. Due to the poor performance of the first 
approach, researchers are exploring data-driven methods to improve 
facial image reconstruction. For instance (Eric et al. 2022), introduced 
an unsupervised model for learning 3D representations from a collection 
of single-view 2D photographs that improves rendering efficiency while 
maintaining its true 3D grounded neural style. (Tero et al. 2021) pro
posed a small change in the GAN architecture that will prevent 
unwanted information from getting into hierarchical synthesis. Both 
translation and rotation produce identical results, but the internal repre
sentations of the networks differ significantly. (Bassel, Ilya, and Yuri  
2021) presented an improved variant of GAN that utilizes label condi
tioning to yield high-resolution images with global coherence. This 
method is prone to false results in classification, which can make it 
difficult to distinguish between extreme poses of the same faces or 
objects. (Duc My et al. 2021) proposed solutions to address the serious 
denoising issues. First, a generator is used to restore high-frequency 
features such as edges and textures. A combination of the generator 
and discriminator was trained together to improve the model ability to 
preserve essential details. The second generator eliminates instabilities 
caused by the discriminator and restores low-frequency features in noisy 
images. (Xiaoguang et al. 2021) developed a method called Multi- 
Degradation Face Restoration or MDFR which restores high-quality 
frontalized facial images from low-quality images. However, some 
extreme poses lack fine detail and appear incomplete. Thus, we cannot 
guarantee the induction of successful results or achieve the same level of 
accuracy across different datasets. (Puja and Vinit Kumar 2020) pro
posed two methods for finding the descriptors or signatures of an image 
using face images: The Heuristic and the Local Binary Pattern. The 
method begins with converting the image to grayscale and ends with 
generating a 2D array for classification with the value [0,1], and etc. In 
high face poses, most GAN algorithms produces some characteristic 
artifact variations, such as blur, sharpness, smoothness, and clarity, 
which are caused by the progressive growth of neural network layers. 
Furthermore, some existing GAN methods are quite complex because 
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the generative models at each level are trained independently, i.e., they 
do not receive updates from each other, which affects their performance. 
Despite the outstanding performance of few GAN methods in generating 
large and high-fidelity images, random sampling produces images with 
lower diversity than images that are the same size in real life. 
Additionally, this method has limited capabilities for augmenting large- 
scale datasets. Others, such as (Martin, Soumith, and Léon 2017) reduce 
sample diversity by penalizing outliers excessively, whereas (Mahmood, 
Yea-Shuan, and Yi-An 2022) and (Duc My et al. 2021) is time- 
consuming and requires additional resources. Further, learning about 
neural network training loops in (Mahmood, Yea-Shuan, and Yi-An  
2022) and (Duc My et al. 2021) is difficult due to their deep neural 
network architecture complexity and other factors related to classifica
tion performance. Few others  (Rui et al. 2017) (Yi et al. 2021), and  
(Yanfei and Junhua 2020) are not suitable for large face poses due to 
neural structure weaknesses and other factors related to classification 
performance. Those limitations are just a few of several that are asso
ciated with face recognition in general and the GAN method in parti
cular. Face frontalization, such as TP-GAN (Rui et al. 2017), has led to 
significant progress in face synthesis, providing a powerful feature 
extraction method that overcomes some of the limitations in generating 
photorealistic frontals. We argue that TP-GAN  (Rui et al. 2017) has 
some major limitations when replicated across different datasets. Due to 
its reliance on landmark detection and synthesis functions, its general
ization capabilities for synthesis of faces are limited. In particular, the 
final synthesis involves inferring global structural information and trans
forming local texture details into corresponding feature maps that may 
be sensitive to factors such as large poses, inaccurate in automatic 
localization landmark, or changes in facial characteristics – all of 
which can lead to undesirable results such as a color bias between 
synthetic frontal faces and input profiles, which further reduces recogni
tion and verification accuracy. A growing concern regarding discrimi
nators includes instability and non-convergence, which can result in 
weak classifiers and further difficulties in interpreting and decomposing 
non-linear data, affecting the discriminator’s ability to model non-linear 
joint distributions associated with image data. Another determining 
factor is the complex design and deep entanglement of generator net
work architectures, which are susceptible to multi-factor failures, such as 
difficulty in training, slow learning capacity, and high resource con
sumption, which adversely affect face recognition accuracy and reliabil
ity. We propose a multitask learning approach to overcome the 
limitations of TP-GAN that integrates decision forest into TP-GAN 
discriminators, utilize a data augmentation technique along with 
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a method that reduces training-related errors and aids existing learning 
algorithms in accelerating convergence for face frontalization that can be 
used for facial recognition in conditions where identity information 
needs to be preserved, as well as generating high-quality images under 
extreme face circumstances.

Our Paper Makes the Following Contributions

We incorporate a decision forest approach to tackle the task of improv
ing TP-GAN from a different perspective, improving its architecture, 
while also realigning faces across multiple poses. In particular, we con
sider the final layer of the discriminator network, typically a fully- 
connected layer (FC). This layer interprets the incapability of non- 
linear data to be interpreted and broken out easily, which impacts the 
capability of the discriminator to model non-linear joint distributions 
that are associated with image data. In fact, these characteristics are 
ingrained in decision forest (Rich and Alexandru 2006). By including 
a decision forest in the discriminator structure, one can improve the 
discriminator classification performance in a GAN setup by increasing 
the empirical validity’s complexity.

We introduce a simple, but surprisingly effective data augmentation 
technique for image classification tasks in order to improve classifier 
performance for faces with inadequate or insufficient samples in extreme 
pose situations. The purpose of data augmentation is to maximize 
training data by increase the amount size of an existing dataset by 
generating completely new synthetic data from it. Methods such as this 
provide information that affects the accuracy of the trained network, 
which can be used to address issues with the training data or a lack of 
class balance within the datasets for each individual faces. Each gener
ated face pose is treated with a set of strategies using appropriate 
parameter initializations.

Finally, we upgrade and modify the existing TP-GAN deep learning 
framework, such as TensorFlow and Keras, thus allowing the method to 
increase performance and reduce the information acquisition process. 
This will allow us to a build high-performance model with overall faster 
running time, lower GPU loads, and better memory utilization, which 
will require less advanced hardware and accelerate the learning process 
while maintaining the highest level of accuracy.

Related Work

This section focuses on the most recent approaches that have used deep 
learning to address the issues associated with posture variation.
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Face Frontalization

Frontalization is a simple, yet effective method for maintaining 
a person’s identity while simultaneously removing variance among dif
ferent faces of the same individual. Face frontalization can be classified 
into three categories: 2/3D-based methods (Junho et al. 2015; Tal et al.  
2015), Statistical method (Changxing and Dacheng 2017), and Deep 
learning method (Zhenyao et al. 2014). The 2/3D-based methods uses 
face geometric transformations in order to render a frontal face with 
either a typical 3D model or a model specific to an identity (Junho et al.  
2015; Tal et al. 2015). Although they perform well under near-face front 
poses, they suffer greatly under large poses due to severe texture loss as 
well as matching face image content. Statistical method such as 
(Changxing and Dacheng 2017) use constrained low-rank minimization 
to solve a statistical model for joint frontal view reconstruction and 
landmark localization. Nevertheless, such a method does not have good 
generalizability when applied to faces in extreme poses, resulting in 
unreal textures, lacking identity information, and being computationally 
expensive. Deep learning method such as CNNs (Zhenyao et al. 2014), 
are another well-known method. Despite the high recognition rate, the 
synthesized images lack fine details and might appear blurry in large 
poses. As a result, these methods are insufficient to counteract face 
frontalization.

Generative Adversarial Networks (GANs)

In deep learning, GANs (Ian et al. 2014) have gained considerable 
attention because of their superior ability to generate data. The GAN 
consists of a generator Gð Þ and discriminator Dð Þ that are learned from 
a minmax game. In this process, the G attempts to produce realistic 
images that look like real, while the D learns to identify the real from the 
fake, guiding the G to more realistic outcomes. One characteristic that 
distinguishes GAN models from traditional generative models is that 
they produce entire images instead of pixels by pixels. The ability of 
GAN to produce photo-realistic images has made it one of the most 
popular models in a variety of fields, including image super-resolution 
(Yu et al. 2020), style transfer (Christian et al. 2017), and so forth. Many 
GAN models have been developed recently that can handle the most 
complex unconstrained face image situations, such as self-occlusion, 
illumination, or issues related to facial expression. (Junbo, Michael, 
and Yann 2016) developed an Energy-based GAN or EBGAN in which 
regions near a data manifold have low energy and other regions have 
higher energy. Using a regularizer loss term, this method prevents the G 
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from producing samples that fall into a few modes, demonstrating better 
convergence and higher resolution. Due to the fixed margin m phenom
ena used in EBGAN, the D network can’t adapt to changing dynamics of 
the D and G, which makes reconstructed real samples difficult since 
energy values vary near margin m. (Luan, Xi, and Xiaoming 2017) 
developed a model called Disentangled Representation Learning GAN 
or DRGAN which takes a face image of any pose as input and generates 
a synthetic face, even for extreme profiles beyond 60o. In DRGAN, the D 
always wins easily because the convergence of D and G is unbalanced, 
and the training of such methods becomes unstable due to the uncer
tainty of prediction boundaries and the massive parameters of the 
traditional binary D. (Martin, Soumith, and Léon 2017) adapted an 
alternative method to traditional GAN training called Wasserstein 
GAN or WGAN to improve the stability of learning, avoid mode col
lapse, and provide meaningful learning curves that can be useful for 
debugging and hyper-parameter searches. Such a method demonstrates 
sound optimization and reveals connections with other distribution dis
tances. Although weight clipping is used to enforce lipschitz constraints 
on the critic network representing the D network, the WGAN model still 
suffer/produce poor quality images and fail to converge. Further, WGAN 
model is restricted to a limited number of functions. (Tian et al. 2018) 
introduced a Load Balanced GAN or LBGAN, the authors contribution 
is to rotate the input face image to a target angle based on a set of 
known poses. Due to the high success rate of the D, the gradient of the 
G does not appear. An imbalance between the G and D leads to over
fitting. (Yanfei and Junhua 2020) proposed a Pose-Conditional (PC) 
method that extends Cycle-GAN method to create pose-invariant frontal 
images that preserve subject identity. Synthetic frontals can reduce 
recognition and verification accuracy because deep neural networks are 
required to explore high-value features. (Rui et al. 2017) Combined 
adversarial loss, symmetry loss, and identity preservation loss to con
strain ill-posed problem which called TP-GAN. Using pre-trained dis
criminative deep face models to infer frontal views from profiles. 
Compared to the original GAN model, the TP-GAN performs better 
under extended face poses, the image generation process can be more 
controlled, and the outcome can be interpreted more easily. However, 
such method still produces poor quality faces due to the unbalanced 
training between G and D, and its generalization abilities are limited due 
to its dependence on landmark detection and synthesis loss functions. 
(Duc My et al. 2021) presented a useful solution to address these serious 
denoising issues where the use of a generator restores high-frequency 
features such as edges and textures. The proposed method improves D 
stability by developing an adversarial loss function as well as developing 
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a multi-generation that prevents mode collapse more effectively than 
a single-generation. However, the training process takes longer and 
requires more resources than usual, and the loops in neural networks 
are difficult to understand because of their complexity. (Mahmood, Yea- 
Shuan, and Yi-An 2022) extend the work of (Rui et al. 2017) by intro
ducing additional landmark detection and denoising methods called 
LFM. The method shows high quality face samples that are superior to 
many traditional methods. However, the consumption of hardware and 
training time is quite high. These methods are highly regarded because 
they are capable of sustaining some complex facial poses and are con
sidered a base for achieving good accuracy. The solution to face pose 
issues requires a great deal of analysis, dedication, and the right amount 
of effort. The uniqueness of our method lies in the fact that we consider 
every aspect of face recognition and deal with it simultaneously.

Decision Tree and Forest

Decision tree and forest are well-known for their strong discriminating cap
abilities for calculating a target value by applying a set of binary rules. “The 
term forest refers to models made up of multiple decision trees. Forest pre
dictions are the summation of the predictions of its decision trees.” Deep 
learning incorporates decision forest in two different ways: implicitly, by using 
the decision trees to influence the training process (Alvaro-H and Robert 2020; 
Yani et al. 2016), or explicitly, by incorporating decision trees into the core 
architecture (Peter et al. 2015; Yan, Gil, and Tom 2021). To that end, it would 
be necessary to review some of these approaches in more detail. For instance 
(Yan, Gil, and Tom 2021), proposed a decision forest method to modify GAN 
architectures, resulting in strong discrimination. Such kind of framework 
exploits facial landmarks to disentangle pose-invariant features and pose- 
adaptive losses to handle the imbalance issue adaptively. (Peter et al. 2015) 
presented deep neural decision forest, which combine the advantages of 
representation learning and decision trees. In particular datasets, this method 
produces good results while maintaining low error rates. By contrast, these 
methods learn representations that are semantically correlated across layers, 
whereas our method learns semantically independent representations across 
layers. This type of representation is used in order to learn category-specific 
features and control the generation of face images accordingly.

Data Augmentation

Face recognition datasets commonly contain near-frontal faces, which 
are used to train deep learning models to achieve desired accuracy levels. 
Nowadays, the amount of face pose data required to train most GAN 
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models is limited or insufficient, which can inhibit generalization. The 
use of data augmentation techniques improves the generalizability of 
neural networks by exploiting existing training data more efficiently. 
However, standard data augmentation methods produce limited plausi
ble alternative data. It has been found that GANs can optimize the 
amount size of training data by creating completely new synthetic data 
from existing data. (Subhajit et al. 2022) proposed a GAN-based model 
for generating synthetic images. This modification attempt to increase 
the image synthesis quality and reduced mode collapses by using 
a lightweight GAN model that consists of G, D and an auto-encoding 
structure to capture essential parts of the input image. (Chao, Ziqi, and 
Shiwen 2022) proposed a GAN-based data augmentation method, called 
RFPose-GAN, to create synthetic datasets for multi-model neural net
works. Experimental results demonstrate that the proposed data aug
mentation approach improves 3D human pose tracking performance 
with limited training data. (Ngoc-Trung et al. 2021) proposed 
a principled framework called data augmented for GAN or DAG that 
allows augmented data to be incorporated into GAN training. Then 
DAG is compared to the original GAN to demonstrate that it minimizes 
the Jensen – Shannon (JS) divergence between the original and model 
distributions for better G and D learning. (Tongyu et al. 2021) adapted 
an approach to handling missing data. In this approach, noise patterns 
are extracted from target data, and the source data is adapted with the 
extracted target noise patterns while preserving supervision signals. After 
that, it retrains the model using the adapted data to better serve the 
target. In (Tongyu et al. 2021), data augmentation is based on an 
unsupervised framework called depth-aware or DAGAN based on 
GAN. The DAGAN method generalizes any data item within the source 
domain to produce other data items within the same class. The gen
erative process does not depend on the classes themselves, so it can be 
applied to novel classes of data. Our data augmentation approach differs 
in a few ways (e.g., large training samples for each face pose, light-CNN 
for identification, label verification, among other technical aspects). For 
each face pose generated, a set of strategies is applied based on appro
priate parameter initializations that are primarily focused on low 
balanced-pose representations. Deep neural networks can become more 
accurate as training face samples increase in size and minimize over
fitting among layers by learning and adapting more details each time. 
Moreover, we provide an easy way to enhance model accuracy without 
building a complex application system or utilizing an additional model. 
The goal is to enhance the TP-GAN performance by synthesizing face 
images for each class pose and reducing the model complexity.
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Several relevant points can be summarized based on our related work. 
Although the existing methods produced reasonable results in some face 
image datasets for which they were designed and had robust performance 
across poses, there is no guarantee that the same result would be obtained if 
replicated to other datasets. For tasks such as facial normalization or other face 
synthesis tasks, deep learning methods still fail to generate high-quality image 
samples under excessive pose scenarios and illumination variation, leading to 
significantly lower final performance results that are unavoidable. The purpose 
of this study is to enables TP-GAN model to deal with the face pose problem 
more efficiently in order to produce adequate results.

Proposed Method

This section provides a brief overview of the TP-GAN architecture and then 
discusses our proposed methods in detail.

TP-GAN Architecture

As shown in Figure 1, the TP-GAN (Rui et al. 2017) layout consists of two 
neural network structures. The first layout is a two-pathway convolutional 
neural network GθG parameterized by θG. Every pathway contains an encoder 
GθE and decoder GθDnetworks, along with a set of loss functions. A local 

pathway Gθl
E
;Gθl

D

� �
consists of four landmark patch networks Gθl

i
; i 2

0; 1; 2; 3f g representing local textures surrounding a facial landmark. On the 

other hand, the global pathway network Gθg
E
;Gθg

D

� �
processes global facial 

structures. The GθG , which is the output of Gθg
E
, is normally used for classifica

tion tasks using Lcross� entropy. The second layout consists of a discriminator DθD 

that distinguishes ground truth frontal views GTð Þfrom synthetic frontal views 
SFð Þ. A detailed description is given in (Rui et al. 2017). 

Discriminator with Decision Trees and Forest

In our approach, we incorporate a decision forest by replacing the final fully 
connected (FC) layer of the TP-GAN discriminator network with a decision 
forest architecture. The decision forest is designed in such a way that it can be 
easily integrated into the discriminator network, and the whole model can be 
trained supervised. As in (Yan, Gil, and Tom 2021), we replaced the hard 
decision routing function with a soft, different sigmoid function at each 
decision node. In contrast to hard internal nodes, soft decision nodes redirect 
instances to all of their children with a certain probability. Essentially, we 
follow every path to every leaf, and each leaf makes a contribution to the final 
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decision, but with a different probability. In this way, we can minimize the 
need for a stochastic hard routing approximation on a forward pass through 
the trees by using the soft functionality of the decision nodes in our ensemble. 
Moreover, in our method each face pose (e.g. � 60o, � 75o and � 90o) is 
trained and optimized according to a K � class misclassification error over the 
parameters of the node, thereby reducing misclassification errors. Both leaf 
and decision nodes are updated simultaneously instead of alternately. Figure 2 
illustrates our modification network architecture.

Decision trees and forest are well-known for their discriminative 
abilities that enable better decision making and faster learning. 
Specifically, we aim to produce a representation of a face that preserves 
feature such as poses, structure, texture details and other regarded 
variables, as well as the ability to achieve high accuracy in a variety of 
face situations, allowing us to perform advanced face-related classifica
tion analyses that may use a portion of the facial images, thereby 
improving the model performance. The facts above were not mentioned 
or addressed in (Ma et al. 2021; Peter et al. 2015; Shuhui et al. 2020; 
Yan, Gil, and Tom 2018, 2021). These methods work well when the 
dataset is perfect or does not present any challenges, and can achieve 
high accuracy in face classification. From a point of view, these methods 

Figure 1. A brief overview of the TP-GAN model architecture. modifications have been made to the 
existing TP-GAN model to produce this architecture. The generator network that combines a two- 
pathway layout (local and global pathways) and a discriminator with a single deep neural 
structure, followed by a light-CNN model, determines the accuracy of identity-preserving 
properties.
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often deal with frontal and near-frontal problems by using large amount 
of datasets for training. Our framework can be viewed as special cases, 
and these works may not have the similar characteristics to our case 
studies. In this paper, we consider multiple factors such as the network 
structure, the process transferring of the face poses, diversity of intensity 
levels and other related face recognition issues while constructing the 
decision tree and forest, which allows for sustained accuracy with fewer 
parameters and enabled optimization models to learn functions from 
one or two-class data. One of the key features that distinguish our work 
from existing ones, is the way we train decision trees and forest model, 
which consist of a multi-step process to ensure high accuracy for each 
face poses.

Preliminaries: Let x 2 X represents a set of features variable 
x1; . . . ; xnð Þ, where X is the total feature set of x, and y 2 Y represents 

a set of target variable y1; . . . ; ynð Þ, where Y is the total variable set of y. 
The decision tree is made up of Nd, representing the decision nodes, and 
N,, representing the leaf nodes. Here d is a decision node and , is a leaf 
node. Data is routed down the decision tree using decision nodes by 
splitting it up and sending it to the left or right child node, whilst leaf 
nodes hold the prediction distribution. N,, are those nodes that have no 
additional branches coming off of them. They do not further split the 
data; they simply classify the examples located within each node. All the 
other Nd, node in the tree can be referred to as split nodes, decision 
nodes, or internal nodes. Each leaf node , 2 N, holds a probability 
distribution π, over Y. Each decision node n 2 Nd is paired with 

Figure 2. Overview of our approach to modifying the TP-GAN D network. where dand , represent 
the decision node and leaf node, respectively. each decision node/leaf is implemented by a deep 
neural network (DNN) structure. our forest consist of 16 trees with 9 depth levels (i.e. T1; . . . ; T16Þ. 
arrows represent paths used to route information of the sample xalong a tree to reach leaf ,2, 
which has probability μ,2

¼ d0 xð Þ�d1 xð Þ�d4 xð Þ.
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a decision function dn : x; θð Þ ! 0; 1f g parametrized by θ, which deter
mines where the samples will be routed to left child node when dn is 0 
and to right child node when dn is 1. The Nd map input sample, X, from 
the root node to the final leaf node: , ¼ Nd x; θð Þ. Whenever a sample 
ends in ,, a class-label distribution π, provides a prediction of the 
related tree.

Soft Decision Tree (T)

In soft decision tree, we combine the values of leaves based on their propor
tions in order to arrive at a single prediction. Each decision node returns 
a value indicating the proportion of its left and right subtrees: 

dn x; θð Þ ¼ σ fn x; θð Þð Þ (1) 

where σ xð Þ ¼ ð1þ e� xÞ
� 1 represents a sigmoid function, while the fn x; θð Þ :

X ! R is represented as real-valued function depending on the x, θ and x is 
the total set of xðwhichmeansx 2 X). fn responds as a linear output unit with 
DNN functionality, which then further applies a σ function to reach a response 
within 0; 1½ �. All the nodes are designed with deep neural network (DNN) 
advantages to produce an accurate feature representation and a powerful 
classifier that can learn the capabilities of different classes with minimal 
complexity. For each ,, we define μ, x; θð Þ as the blending function that 
determines its proportional contribution to the tree’s final output: 

μ, xjθð Þ ¼
Y

n2Nd

dn x; θð Þ
1,.n�dn x; θð Þ

1n&, (2) 

where �dn x; θð Þ ¼ 1 � dn x; θð Þ, 1C is an indicator function that is set to 1 when 
its condition C is met, and 0 otherwise, ,. n means , belongs to left n node 
and n& , means , belongs to right n node. Among all μ, xjθð Þ, only one has 
a single value of 1 while the others are 0. Despite the fact that the product in 
Eq. (2) runs over all nodes, only decisions that lead to the root , node 
contribute to μ,. Please refer to Figure 2. Therefore, our final prediction 
value is determined by: 

Qðyjx; θ; πÞ ¼
X

,2N,

π,yμ,ðxjθÞ (3) 

where θ represents the gathered parameters of all the Nd and N, values, 
π,y denotes the probability of a sample reaching , to take on class y, μ,ðxjθÞ
presents as the routing function providing the probability that sample x reachs 
,. In addition, because we use decision trees that make soft decisions rather 
than hard ones, we can easily generate gradients for updating our model by 
error backpropagation.
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Soft Decision Forest (F)

We follow the discerption in (Yongxin, Irene, and Timothy 2018), in which we 
do not strictly split to left or right nodes, because we use differential binning 
that can split nodes into multiple leaves. Additionally, the most relevant input 
features are taken into account in order to ensure interpretability of complex 
data distributions. As part of a soft decision forest, all prediction contributions 
are based on the number of trees in the ensemble. A decision forest is an 
ensemble of decision trees F ¼ T1; . . . ;TNð Þ that predicts the outcome by 
a majority voting mechanism, which can be calculated using the following 
formula: 

F yjx½ � ¼
XN

n¼1
Qðyjx; θn; πnÞ (4) 

here N represents the number of the trees, and Q represents the prediction 
value of a single tree. By using the soft approach, Fcan easily be trained in 
forward and backward passes. A modification of this kind allows us to train F 
supervised, where N, and Nd are updated simultaneously.

Learning Tree Nodes

Learning a tree requires estimating both the leaf predictions π and 
decision node θ, for back-propagation purpose. With respect to the 
given data set T � X � Y under log-loss, we adhere to the minimum 
empirical risk Rð Þ principle, i.e. determine the minimizers of the follow
ing risk term: 

R θ; π; Tð Þ ¼
1
Tj j

X

x;yð Þ2T

L θ; π; x; yð Þ (5) 

where L is a weighted cross-entropy loss (weighted by its path probability 
μ, xjθð Þ and the target distribution π) with respect to a given data set sample 
x; yð Þ 2 T , which can be calculate as follow: 

L θ; π; x; yð Þ ¼ � log Q yjx; θ; πð Þð Þ (6) 

where Q can be referred to Eq. (2). The next paragraph describes a two-step 
optimization approach in order to minimize Eq. (5).

Each decision function in Eq. (1) is parametrized by the same θ, which 
in turn parametrizes the function fn. Until now, we have not made 
assumptions about the types of functions in fn, so there is no reason 
that optimizing risk with respect to θ for a given π may ultimately 
become a difficult and large-scale optimization problem. Hence, to 
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minimize the risks associated with θ, we will use Stochastic Gradient 
Descent (SGD), which is common to DNN: 

θ tþ1ð Þ ¼ θ tð Þ �
η
βj j

X

x;yð Þ2β

@L
@θ

θ tð Þ; π; x; y
� �

(7) 

where, 0< η represents the learning rate, t represents the time step, and β � T
represents the subset (β represented as mini-batch) of samples from the 
training set. According to the chain rule, the gradient of loss L with respect 
to θ can be decomposed as follows: 

@L
@θ

θ; π; x; yð Þ ¼
X

n2Nd

@L θ; π; x; yð Þ

@fn x; θð Þ

@fn x; θð Þ

@θ
(8) 

based on the decision tree, the gradient term will be as follows: 

@L θ; π; x; yð Þ

@fn x; θð Þ
¼ dn x; θð ÞAnr �

�dn x; θð ÞAnl (9) 

where nr and nl indicate the right and left children of node n, respectively. 
Here Am is defined for generic node m 2 N which can be computed as follows: 

Am ¼

P
,2Nm

π,yμ,ðxjθÞ
Qðyjx; θ; πÞ

(10) 

here Nm represents the set of leaves held by the subtrees rooted in node m. The 
detailed derivation of Eq. (10) can be found in subsection 2.5, which describes 
an efficient way to compute Am for all nodes m in a single traversal of T.

Taking into account the rules for updating the decision function θ from the 
previous subsection, we now consider the problem of minimizing Eq. (5) with 
respect to π when θ is fixed: 

min
π

R θ; π; Tð Þ (11) 

due to the fact that this is a convex optimization problem, it is easy to recover 
the global solution. This problem was encountered in (Samuel Rota and Peter  
2014) but only at a single node level. Nevertheless, we consider the whole tree 
here, and all predictions at each , are jointly estimated. A global minimizer of 
Eq. (11) is computed by the following iterative scheme that updates the 
distribution of N, in iteration t þ 1 :

π tþ1ð Þ

,y
¼

1

P tð Þ
,

X

x;yð Þ2β

π tð Þ
,y

μ, xjθð Þ

Qðyjx; θ; π tð ÞÞ
(12) 

for all , 2 N, and y 2 Y, where P tð Þ
, is a normalizing factor ensuring that 

P

y
π tþ1ð Þ

,y
¼ 1. As long as every element is positive, the starting point π0 can be 
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arbitrary. A typical choice would be to use the uniform distribution in all 
leaves, i.e. π0

,y
¼ jYj� 1.

Training Decision Forest

Until now, we have outlined the process for a single decision tree. The 
next step is to discuss an ensemble of F, where each T have a same 
structure (as mentioned in subsection 2.2 and subsection 2.3). Due to 
the fact that each T in F has its own set of , parameters π, we can 
update the prediction nodes of each tree independently based on the 
contemporary estimate of θ.

As for, instead, we randomly select a T in F for each β, and then use 
an update mechanism the same way as described in subsection 2.3. The 
strategy is somewhat similar to Dropout (Nitish et al. 2014), in which 
SGD updates are applied to different network topologies based on 
a specific distribution. In addition, updating individual Trather than 
the entire forest reduces computational workload.

Additional Implementation Details

Decision Nodes: The dn is defined using real-valued functions fn x; θð Þ, 
which are not necessarily independent. The aim is to endow the trees 
with feature learning capabilities by embedding functions fn within 
a CNN with θ. Each function fn can be viewed as a linear output unit 
of a DNN that will generate a probabilistic routing decision after dn 
applies a σ activation in order to obtain a 0; 1½ � response. As proposed, 
DNN output units do not directly deliver predictions, e.g. via softmax 
layers, but rather drive the dn in a forest through their own decisions. 
When a data sample x passes through the DNN forward, the soft 
activations of the routing decisions of T induce a mixture of , predic
tions based on Eq. (3), which is the final outcome. Last but not least, we 
obtain a similar model to oblique forest by assuming linear and inde
pendent (via separate parametrizations θ) functions fn x; θnð Þ ¼ θ`

n x, the 
model recover is similar to that in (Sreerama, Simon, and Steven 1994).

Routing Function: The routing function μ, can be conducted by 
traversing the T once. Let ` 2 N be the root node and for each node 
n 2 N let nr denote as right child and nl denote as left child, respectively. 
We start from the root by setting μ` ¼ 1 and for each n 2 N that we 
visit in breadth-first order we set μnl

¼ dn x; θð Þμn and μnr
¼ �dn x; θð Þμn. 

The desired routing function values can be read from the leaves at 
the end.
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Learning Decision Nodes: Back-propagation algorithms precompute the 
routing function μ, x; θð Þ and T prediction Qðyjx; θ; πÞ for each sample x; yð Þ

in the β during the forward pass. Every sample x; yð Þ in the β must have its 
gradient term computed in Eq. (9) through backward pass. In this case, a single 
traversal of the tree can be performed from the bottom way to up. To begin, 
let’s set: 

A, ¼
π,yμ,ðxjθÞ

Qðyjx; θ; πÞ
(13) 

for each , 2 N,, afterword, we visit the T in reversed breadth-first order 
(bottom-up). As long as we can read Anr and Anl from the children, we can 
compute the partial derivative in Eq. (9) since An ¼ Anr þ Anl will be needed 
by the parent (Sreerama, Simon, and Steven 1994).

A summary of the learning procedure can be found in Algorithm. 
A training set T is used to start with random initializations of decision 
nodes parameters θ and then iterate the learning procedure for 
a predetermined number of iterations. 

Summary of Algorithm

Require: T : training set, nEpochs x; yð Þ 2 T
1. random initialization of θ
2. for all i 2 1; :::; nEpochsf g do

Compute π by iterating π tþ1ð Þ

,y
¼ 1

P tð Þ
,

P
x;yð Þ2β

π
tð Þ

,y
μ, xjθð Þ

Qðyjx;θ;π tð ÞÞ

3. break T into a set of random mini-batches
4. for all β: mini-batch from T do
5. Update θ by SGD step in θ tþ1ð Þ ¼ θ tð Þ � η

βj j

P
x;yð Þ2β

@L
@θ θ tð Þ; π; x; y
� �

6. end for
7. end for

Deep Learning Framework
In this section, we upgrade and modify the existing TP-GAN deep 
learning framework, such as TensorFlow and Keras, and then compare 
the TP-GAN and our method frameworks by training them on Multi- 
PIE, FEI and CAS-PEAL datasets. This modification includes updating 
packages and sub-packages, reshaping some of the code, and utilizing 
multi-proceeding technique for fast execution, among other things. Each 
framework is evaluated according to its overall running time “number of 
epoch,” GPU load, and memory utilization. The supplementary material 
contains additional details. The frameworks were compared on the same 
machine, which had the following specifications: Intel (R) Core i7- 
9700K, CPU@ 3.60-GHz, 3600-MHz, 8-Cores, 8-Logical Port, 64-bit 
OS, x64-based processor, NVIDIA GeForce RTX-2080-Ti, and 32.0-GB 
RAM. Our upgrade and modification will enable us to develop model 
that are significantly more accurate and time-efficient than existing ones, 
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by eliminating the resources consumed by each framework to reach 
a certain level of accuracy. A model of this kind can perform deep 
transfer learning and result in a facial recognition model that can be 
fine-tuned to make accurate predictions on several facial datasets. This 
task improved the overall speed training time by 8-to-11%.

Experiments

Extensive experiments have been conducted to demonstrate the superiority of 
our method over TP-GAN. Thus, we evaluated three factors: the visual quality 
of the face, the accuracy of face recognition, and the efficiency of deep 
learning.

Experimental Settings

The TP-GAN model and our model are trained and evaluated on the Multi- 
PIE, FEI, and CAS-PEAL datasets. Multi-PIE (Ralph et al. 2010) consists of 
a large dataset of 75000 images of 337individual faces, taken under constrained 
conditions in a variety of poses, illuminations, and expressions. For each 
individual face, there are 15 poses ranging around � 900, as well as20 illumi
nation levels. FEI (FEI 2005–2006) is a Brazilian face database consisting of 
images taken at the artificial intelligence laboratory of FEI in Sao Bernardo do 
Campo, Brazil. For a total of 2800 images, each face is composed of 14 images. 
Face images are taken in an upright frontal position with a profile rotated 900 

to the left or right against a uniformly white background. Faces range in age 
from 19 to 40 years old, with distinct features, hairstyles, and adornments. 
CAS-PEAL (Wen et al. 2009) is a large-scale gray Chinese face dataset with 
99594 images of 1040 individuals (595males and 445 females). Each face is 
represented by 27 images in three shots with different poses ranging � 900 

“straight ahead, up, down and sideways.” Furthermore, the database includes 5 
facial expressions, 6 accessories, and 15 illuminations variations. 80% of the 
subjects in the above datasets were used for training, while 20% were used for 
testing.

Quality Results of Face Frontalization

We compare the quality of the face frontalization of our method to TP-GAN on 
three different datasets: Multi-PIE, FEI, and CAS-PEAL. In Figure 3, Figures 4 and  
5, the first column represents the face pose, the second column represents the 
profile images taken under different posing conditions, the third column repre
sents the TP-GAN generated face images, the fourth column represents our 
method generated face images, and the last column represents a random ground- 
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truth image from each category. Our method is capable of inferring and recon
structing better frontal views with more accurate facial texture and appearance 
than TP-GAN. TP-GAN results can be drastically affected if the occlusion factor is 
even slightly changed, as in the case of the CAS-PEAL dataset. As a result, the TP- 

Figure 3. Comparison of our method’s generated facial images with those generated by TP-GAN 
on the multi-PIE database. despite significant abnormalities in the faces image, our synthetic faces 
seem convincing. The dataset was downloaded from the TP-GAN GitHub repository at: https:// 
github.com/HRLTY/TP-GAN.
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GAN is unable to handle large occluded regions, resulting in a flawed facial 
structure that lacks details. In other words, TP-GAN isn’t very resistant to 
occlusion. Our method has the ability to comprehend the facial structural infor
mation, allowing us to provide more stable and visually satisfying results over the 
TP-GAN.

Figure 4. Comparison of our method's generated facial images with those generated by TP-GAN 
on the FEI database. Our method consistently produced better texture detail for all face poses.  We 
downloaded the dataset from the FEI official repository at: https://fei.edu.br/~cet/facedatabase. 
html.

e2175108-550 Y.-S. HUANG AND M. H. B. ALHLFFEE

https://fei.edu.br/~cet/facedatabase.html
https://fei.edu.br/~cet/facedatabase.html


Generally, most facial recognition methods assume that if the posture 
is greater than 60o, it is difficult to reconstruct the image of the frontal 
view. It is particularly difficult for most methods to handle the large- 
pose problem due to the significant semantic information that is lost 

Figure 5. Comparison of our method's generated facial images with those generated by TP-GAN 
on the CAS-PEAL database. Despite illumination variations such as grey faces, our method 
consistently produced better texture detail. We downloaded the dataset from CAS-PEAL official 
repository at: https://github.com/YuYin1/DA-GAN.
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Figure 6. A comparison of our frontal-profile synthesis results with those from various methods in 
the Multi-PIE dataset, using 30° and 45° face poses. We downloaded the dataset from the TP-GAN 
GitHub repository at: https://github.com/HRLTY/TP-GAN.

Figure 7. A comparison of our frontal-profile synthesis results with those generated on Multi-PIE 
dataset, using various face poses. We downloaded the dataset from the TP-GAN GitHub repository 
at: https://github.com/HRLTY/TP-GAN.
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Figure 8. A comparison of our frontal-profile synthesis results with those generated  on Multi-PIE 
dataset, using various face poses. We downloaded the dataset from the TP-GAN GitHub repository 
at: https://github.com/HRLTY/TP-GAN.

Figure 9. Our frontal-profile synthesis results have been compared with those obtained from 
various methods using 15°, 30° and 45° face poses from the CAS-PEAL dataset. We downloaded the 
dataset from CAS-PEAL official repository at: https://github.com/YuYin1/DA-GAN.
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when high-pose occurs. Nevertheless, we will demonstrate that outstand
ing results can be achieved by providing enough training data and 
a carefully designed algorithm, as in Figure 6, Figure 7, Figure 8, 
Figure 9 and Figure 10 which illustrate our method’s visual effects and 
variations on synthetic face images as compared to the state-of-the-art 
methods. Due to the constraint of diverging from the identity feature of 
the input image, many high performance (Junho et al. 2015; Luan, Xi, 
and Xiaoming 2017; Mahmood, Yea-Shuan, and Yi-An 2022; Rui et al.  
2017; Tal et al. 2015; Yanfei and Junhua 2020) methods produce inferior 
visual effects as compared to ours in terms of image quality and outline 
details. Further, the synthesis images in some large poses have some 
distortion in texture information (brightness, sharpens, clarity and blur) 
(Fariborz et al. 2021; Qingyan et al. 2023; Young, Byung-Gyu, and 
Partha-Pratim 2021) in contrast to our results, such as the regain cover
ing the four areas of the mouth, nose, and eyes, a constraint that 
preserves the context of details. The synthesized face images generated 
by our model are clearer than those generated by state-of-the-art meth
ods which reveal their lack of fine texture details and missing face 
content information. Thus, our model performs better than its variants, 
indicating that the structure of the model has been strengthened to 
withstand large facial poses.

Figure 10. Comparing our frontal-profile synthesis results with those from other methods in the 
FEI dataset, using 30, 75 and 90 degree face poses. The dataset was downloaded from FEI official 
repository at https://fei.edu.br/~cet/facedatabase.html.
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Face Identity Preservation

In order to demonstrate the effectiveness of our proposed method, we compared 
the classification accuracy % of synthetic frontal-face images using two datasets: 
Multi-PIE and CAS-PEAL, Table 1 and Table 2 compares the recognition rate %. 
We first extract deep features using Light-CNN, and compute the similarity of 
these features using a cosine-distance metric. This provides a baseline against 
which our results can be compared. We demonstrate that our method preserves 
texture information related to identity effectively when compared with TP-GAN. 
In particular, our method consistently yields superior results as compared to many 
state-of-the-art methods for both verification and identification of facial pose. 
Despite the fact that deep learning methods have been proposed to synthesize 
frontal images, none of these methods has proven to be highly effective for tasks 
such as recognition and verification. (Yu et al. 2020) The authors report that using 
a high resolution face image directly from a CNN will lower performance rather 
than boost it. Typically, larger faces provide less information, making preserving 
the synthesizer’s identity more difficult. The performance of existing methods, 
such as those shown in Tables 1 and 2, drops significantly when face poses increase, 
while our method still exhibits compelling results. In addition, Table 3 illustrates 
the accelerated process at which our model performs faster without sacrificing 
recognition accuracy.

Table 1. Comparing our approach recognition rate %ð Þ against various methods on multi-PIE 
dataset. Despite the large poses, rank-1 recognition was achieved in almost all of the face poses.

Methods 
Face pose

Our 
method

(Mahmood, Yea-Shuan, 
and Yi-An 2022)

(Xiaoguang 
et al. 2021)

(Yanfei and 
Junhua 2020)

(Rui et al.  
2017)

(Xi et al.  
2017)

� 90o 74.30% 65.23% 70.20% 67.04% 64.03% 61.02%
� 75o 90.78% 85.30% 85.31% 87.01% 84.10% 77.02%
� 60o 95.96% 94.13% 91.81% 93.09% 92.93% 85.02%
� 45o 99.54% 98.80% 98.05% 98.04% 98.58% 89.07%
� 30o 99.88% 99.88% 99.82% 99.07% 99.85% 92.05%
� 15o 99.87% 99.80% 99.83% 99.09% 99.78% 94.06%

Average ACC 93.38% 90.52% 90.83% 90.55% 89.87% 83.04%

Table 2. Comparing our approach recognition rate %ð Þ against various methods on CAS-PEAL 
dataset. Despite the large poses, rank-1 recognition was achieved in almost all of the face poses.

Methods Our method (Rui et al. 2017) (Yu et al. 2020) (Tian et al. 2018)

Face pose Pitch at ( � 300)
15o 99.86% 98.94% 83.91% 99.72%
30o 99.55% 98.89% 83.17% 99.56%
45o 98.89% 97.63% 80.83% 98.99%
Average ACC 99.43% 98.48% 82.63% 99.42%

Pitch at (þ 450)
15o 98.92% 97.73% 89.44% 98.98%
30o 99.00% 97.45% 87.95% 98.86%
45o 98.56% 95.83% 83.90% 98.13%
Average ACC 98.82% 97.00% 87.09% 98.65%
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Improving Face Recognition with Data Augmentation

Despite the outstanding performance of decision forest, they still have 
some drawbacks when used alone to deal with a specific face pose 
problem. In TP-GAN, decision forest is capable of handling generated 
faces that have adequate samples, but struggle to handle low-quality 
faces with insufficient samples under extreme pose situations. As 
a result, the decision forest will lose some of its classification capabilities 
if there are only a few facial samples in the subsets of data. To eliminate 
these limitations, we employ a data augmentation strategy. We concen
trated our attention on the facial images larger than a 60o poses because 
they lacked fine details and inadequate facial samples, as illustrate in 
Table 4. As shown in Figure 11, the training consists of multiple steps to 

ensure high accuracy for each face poses as shown below:
1- Step-1: This step involves training our decision trees and forests 

(DF) with the Multi-PIE, FEI, and CASE-PEAL datasets, respectively. 
Our ideal is to train the model using different face pose samples, 60° to 
90°, which provides a well-balanced pose features that can adapt and 
learn in response to changes in facial features and provide high classi
fication accuracy for each pose.

2- Step-2: Utilize the TP-GAN model for data augmentation to increase the 
size of a face pose dataset by generating new synthetic data (Set 1) from it. In 
this step, TP-GAN is trained for each specific face pose such as 60°, 75° and 
90°, respectively, so that it can be train with more balanced-pose synthesized 
face images to adapt and learn more facial features, which means large-pose 
faces will generate more face images than small-pose ones.

Table 4. The amount of data augmentation that TP-GAN model synthesizes for each dataset. 
During the entire process, three datasets are used: training and testing.

Dataset 
types Face poses

A total of all available face poses 
iamges before data augmentation

A total of all available face poses 
image after data augmentation

Multi-PIE � 600 to � 900 2010 6707
CAS-PEAL � 600 to � 900 10000 32430
FEI � 600 to � 900 1800 5280

Table 3. A comparison of deep learning frameworks that focus on systemic details. Each deep 
learning model was tested on the same computer, but with different environment settings.

Evaluated item
TP-GAN (Rui et al. 2017) 

(TensorFlow 0.12v, Keras 2.0.1v)
Our method 

(TensorFlow 1.12v, Keras 2.2.5v)

Overall running time “number of epoch” 30 epochs = 2.20 Hrs. 
1 = 279.96 (sec per-epoch)

30 epochs = 2.00 Hrs. 
1 = 240.00 (sec per-epoch)

GPU load 12 � 14GB 8 � 12GB

Memory utilization 74 � 86% (step-per-epoch) 67 � 77% (step-per-epoch)
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3- Step 3: The generated face pose samples from step-2 are combined with 
the original face samples (Set 2) to train DF so that the model can adapt and 
learn to the change of facial features.

4- Step-4: Integrate DF into the TP-GAN model by replacing the final fully 
connected layer of the light-CNN discriminator DF, and train the model in an 
end-to-end manner. This step uses the same training samples (Set 1 + Set 2) as 
step 3 for training. After training, TP-GAN will generate new samples (Set 3) 
for every face poses.

5- Step-5: DF will be trained again by using all samples of Set 1, Set 2 
and Set 3. After training, new samples (Set 4) will be generated by the 
TP-GAN generator. Here we would like to mentioned that the generated 
samples of both step 4 and step 5 are classified by a light CNN, only the 
correctly classified samples are collected, otherwise, they are discarded. 
By this design, the augmented data are clean and identity maintained.

6- Step-6: DF will be trained by using all samples of Set 1, Set 2, Set 3 and 
Set 4.

Our data augmentation model was built using the TP-GAN model in 
conjunction with a face detection and alignment method based on 
Multi-Task Cascaded Convolutional Networks or MTCNN (Kaipeng 
et al. 2016) that provides better classification features using face point 

Figure 11. An overview of the training procedure steps for decision trees and forests.
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information. MTCNN has gained popularity in a broad range of situa
tions, and is widely used in the detection and alignment of facial 
features. Regardless of the potential inconsistencies or over-smoothing 
that may occur due to factors beyond our control, our method never
theless remains an effective method for incorporating pose information 
during the learning process.

Model Performance Based on the Loss Curve

Further analysis of our method is presented in this section in comparison with 
the TP-GAN method. In our analysis, we evaluate the impact of our model on 
two tradeoff parameters: generator loss and pixel loss, as shown in Figure 12. 
The loss performance of our method drops sharply when the number of 
epochs exceeds 130, while the TP-GAN method drops slightly. We calculated 
the optimization learning curve based on the metric we used to optimize the 

Figure 12. Plots of the TP-GAN and our method loss curves on the multi-PIE, FEI and CAS-PEAL 
datasets. Pixel loss is shown on A, while generator loss is shown on B. An axis in the horizontal 
direction indicates the number of epochs, or the number of times that all of the training data has 
been trained. The vertical axis indicates the accuracy of the model after each epoch; the smaller 
the loss, the better it performs.
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model parameters, i.e., loss. As a result, our approach proved more effective 
and produced better outcomes than TP-GAN. Our method is easily replicated 
and can be applied to a variety of face recognition systems that are affected by 
unique face angles that directly affect detection accuracy. In addition, our 
approach is applicable across a wide range of datasets without difficulty or 
compromise the final results, even when faces are posed in extreme ways (as 
shown in Figures 3, Figure 4, Figure 5, Figure 6, Figures 7, Figures 8, Figure 9 
and Figure 10), and its recognition performance is about 3:51% higher than 
that in (Rui et al. 2017), 2:83% higher than the result obtained from (Yanfei 
and Junhua 2020), and around 2:89% higher than the result obtained by 
(Xiaoguang et al. 2021), and finally 2.86% higher that the result achieved by 
(Mahmood, Yea-Shuan, and Yi-An 2022) on Multi-PIE dataset, as shown in 
Table 1.

Results and Discussions

The goal is to encourage the discriminator network to push the gen
erator to produce more accurate faces and texture details each time it 
fails to fool the discriminator, thus resulting in reject samples with 
high confidence. Such claims are the result of extreme face poses. The 
TP-GAN relies heavily on the generator alone for its face image 
synthetization, which is one of the main reasons why it was able to 
better preserve facial features in updated, synthesized views. The state
ment holds true when a dataset is considered to be under constrained 
conditions, such as the Multi-PIE. It is important to keep in mind that 
not all datasets have the same unique constrained environment, face 
shape characteristics, illumination conditions, and etc., such as FEI 
and CAS-PEAL. Experiments indicate that using such datasets can be 
difficult and produce counterproductive and harmful results, rather 
than boosting the accuracy of the final face recognition. The limita
tions outlined above can be overcome by using careful design meth
ods. In the first step, we integrate the decision forest with careful 
analysis to have our discriminator work more closely with our gen
erator for better feature representations and identity-preserving infer
ences. In this way, we are able to eliminate images that produce less 
desirable results and train the network simultaneously to achieve high- 
level face identification without measuring or calculating errors 
between D and G. Decision forest require no extensive modification 
of D, nor do they require the inclusion of a large external neural 
network, which would complicate the training process. As a second 
step, we enlarge the training dataset using a data augmentation tech
nique in order to diminish the problem of low-face samples with 
extreme poses present in Multi-PIE, FEI and CAS-PEAL datasets. 
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Figure 13. Examples of illumination levels on the multi-PIE dataset. For instance, illumination is 
a combination of brightness, exposure, contrast, and shadows. Various effects of quality can also 
be observed, including sharpness, smoothness, and blurriness. Overall, those qualities can con
tribute to a low level of face recognition. We downloaded the dataset from the TP-GAN GitHub 
repository at https://github.com/HRLTY/TP-GAN.
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Lastly, upgrade and modify existing deep learning frameworks such as 
TensorFlow and Keras to improve performance and reduce informa
tion acquisition, and build a high-performance model with faster 
running times, lower GPU loads, and better memory utilization, 
requiring less advanced hardware and accelerating learning process. 
The loss function has been modified and some parts of the kernel 
layers have been removed. These layers are used to generate 32� 32 
and 64� 64 image pixels, and we realized that their usage had two 
major impacts, including slowing down the training process and 
increasing design complexity. Therefore, we devoted our efforts to 
128� 128 pixels, which we found to be the most advantageous. Our 
achieved result is shown in Figure 6, Figures 7, Figures 8, Figure 9 and 
Figure 10 compared to state-of-the-art methods. Moreover, we have 
included additional results based on illumination conditions. The ben
efits provided by our method will be further supported by this evi
dence, as shown in Figure 13. This is followed by a different type of 
facial recognition method Table 1 and Table 2. Overall, we attain a 
rank � 1 performance rate (%).

Conclusion

In this paper, we propose a sample adaptive strategies to improve the 
TP-GAN method for unconstrained pose-invariant face recognition. Our 
goal was accomplished by designing tasks that can be integrated into the 
TP-GAN without requiring the existing algorithm to be expanded. In 
fact, we reduced the existing complexity of the model while ensuring 
high face recognition accuracy. Comparing our method to TP-GAN, we 
are capable of generating frontal images with superior texture details 
while conserving identity information. Combining decision forest allows 
us to strengthen our discriminator and make it more cooperative with 
the generator, producing better synthetic frontal images with rich texture 
details and higher classification accuracy. The use of data augmentation 
enabled us to improve the accuracy of TP-GAN model in categorizing 
images and further improve their classification strength in comparison 
with traditional augmentation, which required considerable computa
tional resources. Additionally, the enhanced deep learning framework 
allows us to create highly accurate model that require less powerful 
hardware and accelerate the learning process. Multi-PIE, FEI, and CAS- 
PEAL results indicate that our method produces superior perceptual 
facial images over TP-GAN results in extreme poses. We would like to 
summarize our work here. Using decision trees forests to model complex 
real-world problems has earned them a reputation for being able to 
handle non-linear and high-dimensional data. A method such as this 
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enables features to be jointly learned through linear nodes, in an end-to- 
end trainable manner, which can boost the classifiers capabilities. Data 
augmentation aims to increase the quantity and quality of face samples 
to allow the model to learn more features each time it is trained. 
Upgrades and modifications to the existing framework speed up the 
training process without sacrificing the model’s performance. Despite 
the good results achieved by our method, we believe that other optimi
zation algorithms or different facial analysis and recognition techniques 
can still be used to improve it further. Future research will incorporate 
multiple face-analysis techniques into two pathways structures, culmi
nating in a highly precise and super-resolution generative model.
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